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Preface

!

This documentation is part of the Java Enterprise Edition contribution to the Eclipse
Foundation and is not intended for use in relation to Java Enterprise Edition or Orace
GlassFish. The documentation is in the process of being revised to reflect the new
Jakarta EE branding. Additional changes will be made as requirements and
procedures evolve for Jakarta EE. Where applicable, references to Java EE or Java
Enterprise Edition should be considered references to Jakarta EE.

Please see the Title page for additional license information.

This book describes the high-availability features in GlassFish Server, including converged load
balancing, HTTP load balancing, clusters, session persistence and failover.

Note:

The main thrust of the GlassFish Server Open Source Edition 4.0 release is to provide an application
server for developers to explore and begin exploiting the new and updated technologies in the Java
EE 7 platform. Thus, the clustering, standalone instance and high availability features of GlassFish
Server were not a focus of this release. These features are included in the release, but they may not
function properly with some of the new features added in support of the Java EE 7 platform.

This preface contains information about and conventions for the entire GlassFish Server Open Source
Edition (GlassFish Server) documentation set.

GlassFish Server 4.0 is developed through the GlassFish project open-source community at
http://glassfish.java.net/ . The GlassFish project provides a structured process for developing the
GlassFish Server platform that makes the new features of the Java EE platform available faster, while
maintaining the most important feature of Java EE: compatibility. It enables Java developers to access
the GlassFish Server source code and to contribute to the development of the GlassFish Server. The
GlassFish project is designed to encourage communication between Oracle engineers and the
community.

Oracle GlassFish Server Documentation Set
The GlassFish Server documentation set describes deployment planning and system installation. For an
introduction to GlassFish Server, refer to the books in the order in which they are listed in the
following table.

Oracle GlassFish Server Documentation Set
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Book Title Description

Release Notes Provides late-breaking information about the software and the
documentation and includes a comprehensive, table-based summary
of the supported hardware, operating system, Java Development Kit
(JDK), and database drivers.

Quick Start Guide Explains how to get started with the GlassFish Server product.

Installation Guide Explains how to install the software and its components.

Upgrade Guide Explains how to upgrade to the latest version of GlassFish Server. This
guide also describes differences between adjacent product releases
and configuration options that can result in incompatibility with the
product specifications.

Deployment Planning Guide Explains how to build a production deployment of GlassFish Server
that meets the requirements of your system and enterprise.

Administration Guide Explains how to configure, monitor, and manage GlassFish Server
subsystems and components from the command line by using the
asadmin utility. Instructions for performing these tasks from the
Administration Console are provided in the Administration Console
online help.

Security Guide Provides instructions for configuring and administering GlassFish
Server security.

Application Deployment
Guide

Explains how to assemble and deploy applications to the GlassFish
Server and provides information about deployment descriptors.

Application Development
Guide

Explains how to create and implement Java Platform, Enterprise
Edition (Java EE platform) applications that are intended to run on the
GlassFish Server. These applications follow the open Java standards
model for Java EE components and application programmer interfaces
(APIs). This guide provides information about developer tools, security,
and debugging.

Embedded Server Guide Explains how to run applications in embedded GlassFish Server and to
develop applications in which GlassFish Server is embedded.

High Availability
Administration Guide

Explains how to configure GlassFish Server to provide higher
availability and scalability through failover and load balancing.

Performance Tuning Guide Explains how to optimize the performance of GlassFish Server.

Troubleshooting Guide Describes common problems that you might encounter when using
GlassFish Server and explains how to solve them.

Error Message Reference Describes error messages that you might encounter when using
GlassFish Server.

Reference Manual Provides reference information in man page format for GlassFish
Server administration commands, utility commands, and related
concepts.

Message Queue Release Notes Describes new features, compatibility issues, and existing bugs for
Open Message Queue.

Oracle GlassFish Server Documentation Set

DRAFT Eclipse GlassFish Server High Availability Administration Guide, Release 5.1ÊÊÊ 3

../release-notes/toc.html#GSRLN
../quick-start-guide/toc.html#GSQSG
../installation-guide/toc.html#GSING
../upgrade-guide/toc.html#GSUPG
../deployment-planning-guide/toc.html#GSPLG
../administration-guide/toc.html#GSADG
../reference-manual/asadmin.html#GSRFM00263
../security-guide/toc.html#GSSCG
../application-deployment-guide/toc.html#GSDPG
../application-deployment-guide/toc.html#GSDPG
../application-development-guide/toc.html#GSDVG
../application-development-guide/toc.html#GSDVG
../embedded-server-guide/toc.html#GSESG
../ha-administration-guide/toc.html#GSHAG
../ha-administration-guide/toc.html#GSHAG
../performance-tuning-guide/toc.html#GSPTG
../troubleshooting-guide/toc.html#GSTSG
../error-messages-reference/toc.html#GSEMR
../reference-manual/toc.html#GSRFM
../../openmq/mq-release-notes/toc.html#GMRLN


Book Title Description

Message Queue Technical
Overview

Provides an introduction to the technology, concepts, architecture,
capabilities, and features of the Message Queue messaging service.

Message Queue
Administration Guide

Explains how to set up and manage a Message Queue messaging
system.

Message Queue DeveloperÕs
Guide for JMX Clients

Describes the application programming interface in Message Queue
for programmatically configuring and monitoring Message Queue
resources in conformance with the Java Management Extensions
(JMX).

Message Queue DeveloperÕs
Guide for Java Clients

Provides information about concepts and procedures for developing
Java messaging applications (Java clients) that work with GlassFish
Server.

Message Queue DeveloperÕs
Guide for C Clients

Provides programming and reference information for developers
working with Message Queue who want to use the C language binding
to the Message Queue messaging service to send, receive, and process
Message Queue messages.

Typographic Conventions
The following table describes the typographic changes that are used in this book.

Typeface Meaning Example

AaBbCc123 The names of commands, files, and
directories, and onscreen computer
output

Edit your .login  file.

Use ls  a to list all files.

machine_name% you have mail.

AaBbCc123 What you type, contrasted with
onscreen computer output

machine_name% su

Password:

AaBbCc123 A placeholder to be replaced with a
real name or value

The command to remove a file is rm filename.

AaBbCc123 Book titles, new terms, and terms to
be emphasized (note that some
emphasized items appear bold
online)

Read Chapter 6 in the UserÕs Guide.

A cache is a copy that is stored locally.

Do not save the file.

Typographic Conventions

4 ÊÊÊEclipse GlassFish Server High Availability Administration Guide, Release 5.1 DRAFT

../../openmq/mq-tech-over/toc.html#GMTOV
../../openmq/mq-tech-over/toc.html#GMTOV
../../openmq/mq-admin-guide/toc.html#GMADG
../../openmq/mq-admin-guide/toc.html#GMADG
../../openmq/mq-dev-guide-jmx/toc.html#GMJMG
../../openmq/mq-dev-guide-jmx/toc.html#GMJMG
../../openmq/mq-dev-guide-java/toc.html#GMJVG
../../openmq/mq-dev-guide-java/toc.html#GMJVG
../../openmq/mq-dev-guide-c/toc.html#GMCCG
../../openmq/mq-dev-guide-c/toc.html#GMCCG


Symbol Conventions
The following table explains symbols that might be used in this book.

Symbol Description Example Meaning

[ ] Contains optional
arguments and command
options.

ls [-l] The -l  option is not required.

{ | } Contains a set of choices
for a required command
option.

-d {y|n} The -d  option requires that you use
either the y argument or the n
argument.

${ } Indicates a variable
reference.

${com.sun.javaRoot} References the value of the
com.sun.javaRoot variable.

- Joins simultaneous
multiple keystrokes.

Control-A Press the Control key while you
press the A key.

+ Joins consecutive
multiple keystrokes.

Ctrl+A+N Press the Control key, release it, and
then press the subsequent keys.

> Indicates menu item
selection in a graphical
user interface.

File > New > Templates From the File menu, choose New.
From the New submenu, choose
Templates.

Default Paths and File Names
The following table describes the default paths and file names that are used in this book.

Placeholder Description Default Value

as-install Represents the base installation
directory for GlassFish Server.

In configuration files, as-install is
represented as follows:

${com.sun.aas.installRoot}

Installations on the Oracle Solaris operating system,
Linux operating system, and Mac OS operating
system:

userÕs-home-directory`/glassfish3/glassfish`

Installations on the Windows operating system:

SystemDrive`:\glassfish3\glassfish`

Symbol Conventions
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Placeholder Description Default Value

as-install-
parent

Represents the parent of the base
installation directory for
GlassFish Server.

Installations on the Oracle Solaris operating system,
Linux operating system, and Mac operating system:

userÕs-home-directory`/glassfish3`

Installations on the Windows operating system:

SystemDrive`:\glassfish3`

domain-root-
dir

Represents the directory in which
a domain is created by default.

as-install`/domains/`

domain-dir Represents the directory in which
a domainÕs configuration is
stored.

In configuration files, domain-dir
is represented as follows:

${com.sun.aas.instanceRoot}

domain-root-dir`/`domain-name

instance-dir Represents the directory for a
server instance.

domain-dir`/`instance-name

Default Paths and File Names
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1 High Availability in GlassFish Server
This chapter describes the high availability features in Eclipse GlassFish Server 5.1.

The following topics are addressed here:

¥ Overview of High Availability

¥ How GlassFish Server Provides High Availability

¥ Recovering from Failures

¥ More Information

Overview of High Availability
High availability applications and services provide their functionality continuously, regardless of
hardware and software failures. To make such reliability possible, GlassFish Server provides
mechanisms for maintaining application state data between clustered GlassFish Server instances.
Application state data, such as HTTP session data, stateful EJB sessions, and dynamic cache
information, is replicated in real time across server instances. If any one server instance goes down,
the session state is available to the next failover server, resulting in minimum application downtime
and enhanced transactional security.

GlassFish Server provides the following high availability features:

¥ Load Balancing With the Apache mod_jk or mod_proxy_ajp Module

¥ High Availability Session Persistence

¥ High Availability Java Message Service

¥ RMI-IIOP Load Balancing and Failover

Load Balancing With the Apache mod_jk or mod_proxy_ajp Module

A common load balancing configuration for GlassFish Server 4.0 is to use the Apache HTTP Server as
the web server front-end, and the Apache mod_jk or mod_proxy_ajp module as the connector between
the web server and GlassFish Server. See Configuring GlassFish Server with Apache HTTP Server and
mod_jk and Configuring GlassFish Server with Apache HTTP Server and mod_proxy_ajp for more
information.

Overview of High Availability
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High Availability Session Persistence

GlassFish Server provides high availability of HTTP requests and session data (both HTTP session data
and stateful session bean data).

Java EE applications typically have significant amounts of session state data. A web shopping cart is the
classic example of a session state. Also, an application can cache frequently-needed data in the session
object. In fact, almost all applications with significant user interactions need to maintain session state.
Both HTTP sessions and stateful session beans (SFSBs) have session state data.

Preserving session state across server failures can be important to end users. If the GlassFish Server
instance hosting the user session experiences a failure, the session state can be recovered, and the
session can continue without loss of information. High availability is implemented in GlassFish Server
by means of in-memory session replication on GlassFish Server instances running in a cluster.

For more information about in-memory session replication in GlassFish Server, see How GlassFish
Server Provides High Availability . For detailed instructions on configuring high availability session
persistence, see Configuring High Availability Session Persistence and Failover .

High Availability Java Message Service

GlassFish Server supports the Java Message Service (JMS) API and JMS messaging through its built-in
jmsra resource adapter communicating with Open Message Queue as the JMS provider. This
combination is often called the JMS Service.

The JMS service makes JMS messaging highly available as follows:

Message Queue Broker Clusters

By default, when a GlassFish cluster is created, the JMS service automatically configures a Message
Queue broker cluster to provide JMS messaging services, with one clustered broker assigned to each
cluster instance. This automatically created broker cluster is configurable to take advantage of the
two types of broker clusters, conventional and enhanced, supported by Message Queue.
Additionally, Message Queue broker clusters created and managed using Message Queue itself can
be used as external, or remote, JMS hosts. Using external broker clusters provides additional
deployment options, such as deploying Message Queue brokers on different hosts from the
GlassFish instances they service, or deploying different numbers of Message Queue brokers and
GlassFish instances.
For more information about Message Queue clustering, see Using Message Queue Broker Clusters
With GlassFish Server .

Connection Failover

The use of Message Queue broker clusters allows connection failover in the event of a broker
failure. If the primary JMS host (Message Queue broker) in use by a GlassFish instance fails,
connections to the failed JMS host will automatically fail over to another host in the JMS host list,

Overview of High Availability
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allowing messaging operations to continue and maintaining JMS messaging semantics.
For more information about JMS connection failover, see Connection Failover .

RMI-IIOP Load Balancing and Failover

With RMI-IIOP load balancing, IIOP client requests are distributed to different server instances or
name servers, which spreads the load evenly across the cluster, providing scalability. IIOP load
balancing combined with EJB clustering and availability also provides EJB failover.

When a client performs a JNDI lookup for an object, the Naming Service essentially binds the request
to a particular server instance. From then on, all lookup requests made from that client are sent to the
same server instance, and thus all EJBHome objects will be hosted on the same target server. Any bean
references obtained henceforth are also created on the same target host. This effectively provides load
balancing, since all clients randomize the list of target servers when performing JNDI lookups. If the
target server instance goes down, the lookup or EJB method invocation will failover to another server
instance.

IIOP Load balancing and failover happens transparently. No special steps are needed during
application deployment. If the GlassFish Server instance on which the application client is deployed
participates in a cluster, the GlassFish Server finds all currently active IIOP endpoints in the cluster
automatically. However, a client should have at least two endpoints specified for bootstrapping
purposes, in case one of the endpoints has failed.

For more information on RMI-IIOP load balancing and failover, see RMI-IIOP Load Balancing and
Failover .

How GlassFish Server Provides High Availability
GlassFish Server provides high availability through the following subcomponents and features:

¥ Storage for Session State Data

¥ Highly Available Clusters

Storage for Session State Data

Storing session state data enables the session state to be recovered after the failover of a server
instance in a cluster. Recovering the session state enables the session to continue without loss of
information. GlassFish Server supports in-memory session replication on other servers in the cluster
for maintaining HTTP session and stateful session bean data.

How GlassFish Server Provides High Availability
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In-memory session replication is implemented in GlassFish Server 4.0 as an OSGi module. Internally,
the replication module uses a consistent hash algorithm to pick a replica server instance within a
cluster of instances. This allows the replication module to easily locate the replica or replicated data
when a container needs to retrieve the data.

The use of in-memory replication requires the Group Management Service (GMS) to be enabled. For
more information about GMS, see Group Management Service .

If server instances in a cluster are located on different hosts, ensure that the following prerequisites
are met:

¥ To ensure that GMS and in-memory replication function correctly, the hosts must be on the same
subnet.

¥ To ensure that in-memory replication functions correctly, the system clocks on all hosts in the
cluster must be synchronized as closely as possible.

Highly Available Clusters

A highly available cluster integrates a state replication service with clusters and load balancer.

Note:

When implementing a highly available cluster, use a load balancer that includes session-based
stickiness as part of its load-balancing algorithm. Otherwise, session data can be misdirected or lost.
An example of a load balancer that includes session-based stickiness is the Loadbalancer Plug-In
available in Oracle GlassFish Server.

Clusters, Instances, Sessions, and Load Balancing

Clusters, server instances, load balancers, and sessions are related as follows:

¥ A server instance is not required to be part of a cluster. However, an instance that is not part of a
cluster cannot take advantage of high availability through transfer of session state from one
instance to other instances.

¥ The server instances within a cluster can be hosted on one or multiple hosts. You can group server
instances across different hosts into a cluster.

¥ A particular load balancer can forward requests to server instances on multiple clusters. You can
use this ability of the load balancer to perform an online upgrade without loss of service. For more
information, see Upgrading in Multiple Clusters .

¥ A single cluster can receive requests from multiple load balancers. If a cluster is served by more

How GlassFish Server Provides High Availability
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than one load balancer, you must configure the cluster in exactly the same way on each load
balancer.

¥ Each session is tied to a particular cluster. Therefore, although you can deploy an application on
multiple clusters, session failover will occur only within a single cluster.

The cluster thus acts as a safe boundary for session failover for the server instances within the cluster.
You can use the load balancer and upgrade components within the GlassFish Server without loss of
service.

Protocols for Centralized Cluster Administration

GlassFish Server uses the Distributed Component Object Model (DCOM) remote protocol or secure shell
(SSH) to ensure that clusters that span multiple hosts can be administered centrally. To perform
administrative operations on GlassFish Server instances that are remote from the domain
administration server (DAS), the DAS must be able to communicate with those instances. If an instance
is running, the DAS connects to the running instance directly. For example, when you deploy an
application to an instance, the DAS connects to the instance and deploys the application to the instance.

However, the DAS cannot connect to an instance to perform operations on an instance that is not
running, such as creating or starting the instance. For these operations, the DAS uses DCOM or SSH to
contact a remote host and administer instances there. DCOM or SSH provides confidentiality and
security for data that is exchanged between the DAS and remote hosts.

Note:

The use of DCOM or SSH to enable centralized administration of remote instances is optional. If the
use of DCOM SSH is not feasible in your environment, you can administer remote instances locally.

For more information, see Enabling Centralized Administration of GlassFish Server Instances .

Recovering from Failures
You can use various techniques to manually recover individual subcomponents after hardware
failures such as disk crashes.

The following topics are addressed here:

¥ Recovering the Domain Administration Server

¥ Recovering GlassFish Server Instances

¥ Recovering the HTTP Load Balancer and Web Server

Recovering from Failures
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¥ Recovering Message Queue

Recovering the Domain Administration Server

Loss of the Domain Administration Server (DAS) affects only administration. GlassFish Server clusters
and standalone instances, and the applications deployed to them, continue to run as before, even if the
DAS is not reachable

Use any of the following methods to recover the DAS:

¥ Back up the domain periodically, so you have periodic snapshots. After a hardware failure, re-
create the DAS on a new host, as described in " Re-Creating the Domain Administration Server
(DAS)" in Eclipse GlassFish Server Administration Guide.

¥ Put the domain installation and configuration on a shared and robust file system (NFS for
example). If the primary DAS host fails, a second host is brought up with the same IP address and
will take over with manual intervention or user supplied automation.

¥ Zip the GlassFish Server installation and domain root directory. Restore it on the new host,
assigning it the same network identity.

Recovering GlassFish Server Instances

GlassFish Server provide tools for backing up and restoring GlassFish Server instances. For more
information, see To Resynchronize an Instance and the DAS Offline .

Recovering the HTTP Load Balancer and Web Server

There are no explicit commands to back up only a web server configuration. Simply zip the web server
installation directory. After failure, unzip the saved backup on a new host with the same network
identity. If the new host has a different IP address, update the DNS server or the routers.

Note:

This assumes that the web server is either reinstalled or restored from an image first.

The Load Balancer Plug-In ( plugins  directory) and configurations are in the web server installation
directory, typically /opt/SUNWwbsvr. The web-install`/ web-instance /config` directory contains the
loadbalancer.xml  file.

Recovering from Failures
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Recovering Message Queue

When a Message Queue broker becomes unavailable, the method you use to restore the broker to
operation depends on the nature of the failure that caused the broker to become unavailable:

¥ Power failure or failure other than disk storage

¥ Failure of disk storage

Additionally, the urgency of restoring an unavailable broker to operation depends on the type of the
broker:

¥ Standalone Broker. When a standalone broker becomes unavailable, both service availability and
data availability are interrupted. Restore the broker to operation as soon as possible to restore
availability.

¥ Broker in a Conventional Cluster. When a broker in a conventional cluster becomes unavailable,
service availability continues to be provided by the other brokers in the cluster. However, data
availability of the persistent data stored by the unavailable broker is interrupted. Restore the
broker to operation to restore availability of its persistent data.

¥ Broker in an Enhanced Cluster. When a broker in an enhanced cluster becomes unavailable,
service availability and data availability continue to be provided by the other brokers in the
cluster. Restore the broker to operation to return the cluster to its previous capacity.

Recovering From Power Failure and Failures Other Than Disk Storage

When a host is affected by a power failure or failure of a non-disk component such as memory,
processor or network card, restore Message Queue brokers on the affected host by starting the brokers
after the failure has been remedied.

To start brokers serving as Embedded or Local JMS hosts, start the GlassFish instances the brokers are
servicing. To start brokers serving as Remote JMS hosts, use the imqbrokerd Message Queue utility.

Recovering from Failure of Disk Storage

Message Queue uses disk storage for software, configuration files and persistent data stores. In a
default GlassFish installation, all three of these are generally stored on the same disk: the Message
Queue software in as-install-parent`/mq`, and broker configuration files and persistent data stores
(except for the persistent data stores of enhanced clusters, which are housed in highly available
databases) in domain-dir`/imq`. If this disk fails, restoring brokers to operation is impossible unless
you have previously created a backup of these items. To create such a backup, use a utility such as zip ,
gzip  or tar  to create archives of these directories and all their content. When creating the backup, you
should first quiesce all brokers and physical destinations, as described in " Quiescing a Broker " and
"Pausing and Resuming a Physical Destination " in Open Message Queue Administration Guide,

Recovering from Failures
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respectively. Then, after the failed disk is replaced and put into service, expand the backup archive
into the same location.

Restoring the Persistent Data Store From Backup. For many messaging applications, restoring a
persistent data store from backup does not produce the desired results because the backed up store
does not represent the content of the store when the disk failure occurred. In some applications, the
persistent data changes rapidly enough to make backups obsolete as soon as they are created. To avoid
issues in restoring a persistent data store, consider using a RAID or SAN data storage solution that is
fault tolerant, especially for data stores in production environments.

More Information
For information about planning a high-availability deployment, including assessing hardware
requirements, planning network configuration, and selecting a topology, see the GlassFish Server Open
Source Edition Deployment Planning Guide . This manual also provides a high-level introduction to
concepts such as:

¥ GlassFish Server components such as node agents, domains, and clusters

¥ IIOP load balancing in a cluster

¥ Message queue failover

For more information about developing applications that take advantage of high availability features,
see the GlassFish Server Open Source Edition Application Development Guide .

For information on how to configure and tune applications and GlassFish Server for best performance
with high availability, see the GlassFish Server Open Source Edition Performance Tuning Guide , which
discusses topics such as:

¥ Tuning persistence frequency and persistence scope

¥ Checkpointing stateful session beans

¥ Configuring the JDBC connection pool

¥ Session size

¥ Configuring load balancers for best performance

More Information
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2 Enabling Centralized Administration of
GlassFish Server Instances
GlassFish Server uses the Distributed Component Object Model (DCOM) remote protocol or secure shell
(SSH) to ensure that clusters that span multiple hosts can be administered centrally. To perform
administrative operations on GlassFish Server instances that are remote from the domain
administration server (DAS), the DAS must be able to communicate with those instances. If an instance
is running, the DAS connects to the running instance directly. For example, when you deploy an
application to an instance, the DAS connects to the instance and deploys the application to the instance.

However, the DAS cannot connect to an instance to perform operations on an instance that is not
running, such as creating or starting the instance. For these operations, the DAS uses DCOM or SSH to
contact a remote host and administer instances there. DCOM or SSH provides confidentiality and
security for data that is exchanged between the DAS and remote hosts.

Note:

The use of DCOM or SSH to enable centralized administration of remote instances is optional. If the
use of DCOM or SSH is not feasible in your environment, you can administer remote instances locally.

The following topics are addressed here:

¥ About Centralized Administration of GlassFish Server Instances

¥ Setting Up DCOM and Testing the DCOM Set Up

¥ Setting Up Cygwin SSH on Windows

¥ Setting Up the MKS Toolkit on Windows

¥ Setting Up SSH on UNIX and Linux Systems

¥ Testing the SSH Setup on a Host

¥ Setting Up SSH User Authentication

¥ Installing and Removing GlassFish Server Software on Multiple Hosts

About Centralized Administration of GlassFish Server
Instances
The use of DCOM or SSH to enable centralized administration of remote instances is optional and is
required only for specific operations. Instances local to the DAS can be administered without DCOM or
SSH. If DCOM or SSH is not practicable in your environment, you can administer remote instances
locally.

About Centralized Administration of GlassFish Server Instances
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Determining Whether to Enable Centralized Administration

Before setting up a GlassFish Server cluster, use the following considerations to determine whether to
enable centralized administration of remote instances:

¥ If you are planning a large cluster of many instances, consider enabling centralized administration
of instances in the cluster. Centralized administration of instances simplifies the administration of
the cluster by enabling you to perform all administrative operations on the cluster and its instances
from the DAS.

¥ If you are planning a small cluster of few instances, consider whether enabling centralized
administration requires more effort than logging in to individual hosts to administer remote
instances locally.

How you administer instances and the nodes on which they resides varies depending on whether and
how centralized administration is enabled. The following table provides cross-references to
instructions for administering nodes and instances depending on the protocol that is used for enabling
centralized administration, if any.

Protocol Node Administration Instructions Instance Administration Instructions

DCOM Creating, Listing, Testing, and Deleting
DCOM Nodes

Administering GlassFish Server Instances
Centrally

SSH Creating, Listing, Testing, and Deleting SSH
Nodes

Administering GlassFish Server Instances
Centrally

None Creating, Listing, and Deleting CONFIG
Nodes

Administering GlassFish Server Instances
Locally

Considerations for Using DCOM for Centralized Administration

DCOM enables communications between Windows hosts. In a typical GlassFish Server deployment, the
DAS acts as a DCOM client, and hosts where instances reside act as DCOM servers. To create or start an
instance on a remote host, the DAS instructs the DCOM server on the host to start the asadmin utility of
GlassFish Server. The asadmin utility then performs the required operation on the host to create or start
the instance.

The DCOM service must be running on hosts where instances reside, but is not required to be running
on the DAS host. The DAS uses its own DCOM client for communicating with hosts where instances
reside. On Windows hosts, the DCOM server is typically running by default as a Windows Service.

DCOM is available only with the Windows operating system. Because DCOM is typically installed and
preconfigured, minimal additional setup is required to use DCOM with GlassFish Server.

About Centralized Administration of GlassFish Server Instances
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Before setting up DCOM, decide which Windows user GlassFish Server will use when connecting to
remote hosts. For the following reasons, administration is simplest if the Windows user is the user that
starts the DAS:

¥ Remote instances are started as the Windows user.

¥ By default, the DAS assumes that the Windows user is the user that is running the DAS.

Considerations for Using SSH for Centralized Administration

In a typical GlassFish Server deployment, the DAS acts as the SSH client, and hosts where instances
reside act as SSH servers. The SSH Server Daemon sshd must be running on hosts where instances
reside, but is not required to be running on the DAS host. The DAS uses its own SSH client for
communicating with hosts where instances reside. However, to generate keys and test SSH setup, a
native SSH client must be installed on the DAS host.

The requirements for SSH configuration and user management are different for each operating system
on which GlassFish Server is supported. Therefore, the use of SSH for centralized administration
involves using SSH tools to configure SSH on the operating system that you are using.

On UNIX and Linux systems, SSH is typically installed and preconfigured, and requires minimal
additional setup. On Windows systems, additional setup is required to install and configure an SSH
provider.

Obtaining SSH Software

On UNIX and Linux systems, SSH software is typically installed as part of the base operating system.

However, on Windows systems, you must install one of the following SSH providers:

¥ Cygwin  (http://www.cygwin.com/ ) release 1.7.6

¥ MKS Toolkit for Developers  (http://www.mkssoftware.com ) release 9.2

Determining the SSH User

Before setting up SSH, decide which SSH user GlassFish Server will use when connecting to remote
hosts. For the following reasons, administration is simplest if the SSH user is the user that starts the
DAS:

¥ For public key authentication, the user that starts the DAS must be able to read the SSH userÕs
private key file.

About Centralized Administration of GlassFish Server Instances
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¥ Remote instances are started as the SSH user.

¥ By default, the DAS assumes that the SSH user is the user that is running the DAS.

Requirements for the SSH UserÕs Environment

The environment of the SSH user on any remote host to which the user will connect must meet the
requirements that are stated in " Paths and Environment Settings for the JDK Software " in GlassFish
Server Open Source Edition Release Notes.

The SSH userÕs environment on a host is set by the environment set-up files that are run when the user
uses SSH to run a command on the host. You must ensure that these files set up the SSH userÕs
environment correctly.

The files that are run when the user uses SSH to run a command are different than the files that are
run when the user logs in to a host. For example, in the bash shell, .profile  and .bashrc  are run when
the user logs in, but only .bashrc  is run when the user runs a command. Therefore, in the bash shell,
you must ensure that .bashrc  contains the required environment settings for the SSH user.

File Access Permissions on UAC-Enabled Windows Systems

Note:

The User Account Control (UAC)  (http://technet.microsoft.com/ en-us/ library/
cc709691%28WS.10%29.aspx) feature is available only on some versions of the Windows operating
system, for example, Windows 7, Windows Vista, and Windows 2008.

You might be using a UAC-enabled Windows system and choose to store files for GlassFish Server
instances in a directory other than the SSH userÕs home directory. In this situation, the SSH user must
have native (that is, nonvirtual) read and write access to the file system where the instances are to be
stored. The OS-level administrator has such access by default. You can also configure the system to
grant such access to other users. For more information, see the documentation for the Windows
operating system.

Setting Up DCOM and Testing the DCOM Set Up
Setting up DCOM on a host involves the following tasks:

¥ Verifying Windows operating system settings for the host

¥ Enabling the Windows user to run scripts on the host

Setting Up DCOM and Testing the DCOM Set Up
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¥ Setting up password authentication for the Windows user on the host

Set up DCOM on all hosts where instances in your cluster will reside.

After setting up DCOM on a host, test the connection over DCOM to the host.

Windows Operating System Settings

To enable access to a host over DCOM, ensure that the following items in the Windows operating
system are set as follows on the host:

¥ The following services are in the started state and are set to start automatically:

! Server

! Remote Registry

¥ Network Access: Sharing security model for local accounts is set to Classic.

¥ The following ports are open:

! DCOM port 135 or 139

! Windows Shares port 445

To Enable the Windows User to Run Scripts on a Remote Host

To run scripts on a remote host, full control over the following Windows registry keys must be allowed
for the Windows user or the group that contains the Windows user:

¥ One of the following keys, depending on the processor architecture of the host:

! 32-bit architecture:
HKEY_LOCAl_MACHINE\SOFTWARE\Classes\Wow6432Node\CLSID\{76A64158-CB41-11D1-8B02-
00600806D9B6}

! 64-bit architecture: HKEY_LOCAl_MACHINE\SOFTWARE\Classes\CLSID\{76A64158-CB41-11D1-
8B02-00600806D9B6}

¥ HKEY_LOCAL_MACHINE\SOFTWARE\Classes\CLSID\{72C24DD5-D70A-438B-8A42-98424B88AFB8}

In some versions of Windows, only the user NTÊSERVICE\TrustedInstaller has full control over these
Windows registry keys. If your version of Windows is configured in this way, you must modify these
keys to allow full control over them for the Windows user or the group that contains the Windows
user.

Setting Up DCOM and Testing the DCOM Set Up
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Note:

Only the operating-system-level administrator user can edit the Windows registry.

Perform this procedure for each Windows registry key that you are modifying on each host where
instances in your cluster will reside.

1. If necessary, start the Registry Editor.

regedit.exe

The Registry Editor window opens. 2. In the Registry Editor window, navigate to the registry key that
you are modifying. 3. Select the key, click mouse button 3, and from the pop-up menu that opens, select
Permissions.
The Permissions window for the key opens. 4. Determine whether full control is allowed for the
Windows user or the group that contains the Windows user. * If full control is allowed, no further
action is required. * If full control is not allowed, allow full control as follows: 1. In the Permissions
window, click Advanced.
The Advanced Security Settings window for the key opens. 2. In the Advanced Security Settings
window, select the Owner tab. 3. From the Change owner to list, select the Windows user or the group
that contains the Windows user. 4. Ensure that the Replace owner on subcontainer and objects option
is selected. 5. Click Apply, then OK.
The Advanced Security Settings window closes. The Permissions window shows that full control is
allowed for the Windows user or the group that contains the Windows user. 6. In the Permissions
window, click OK.
The Permissions window closes. 5. After modifying all the Windows registry keys over which full
control is required, quit the Registry Editor.

Next Steps

Set up password authentication for the Windows user as explained in To Set Up Password
Authentication for the Windows User .

To Set Up Password Authentication for the Windows User

When a GlassFish Server subcommand uses DCOM to log in to a remote host, GlassFish Server requires
the Windows userÕs password to authenticate the Windows user. To provide this password securely to
GlassFish Server, create a GlassFish Server password alias to represent the password and store this
alias in a password file that is passed to the asadmin utility.

Before You Begin

Setting Up DCOM and Testing the DCOM Set Up
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Ensure that the following prerequisites are met:

¥ The Windows user is a valid user on the host to which you are testing the connection over DCOM.

¥ Items in the Windows operating system are set on the host as described in Windows Operating
System Settings .

¥ The Windows user is able to run scripts on the host. For more information, see To Enable the
Windows User to Run Scripts on a Remote Host .

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Create an alias for the Windows userÕs password.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for creating a password alias, see the create-password-alias (1) help page.

asadmin> create-password-alias alias-name

alias-name

Your choice of name for the alias that you are creating.

The create-password-alias  subcommand prompts you to type the password for which you are creating
an alias. 3. In response to the prompt, type the Windows userÕs password.
The create-password-alias  subcommand prompts you to type the password again. 4. In response to the
prompt, type the Windows userÕs password again. 5. Create a plain text file that contains the following
entry for the password alias:

AS_ADMIN_WINDOWSPASSWORD=${ALIAS=alias-name}

alias-name

The alias name that you specified in StepÊ 2.

Note:

When you create a DCOM node, pass this file as the --passwordfile  option of the asadmin utility. For more
information, see To Create a DCOM Node.

Example 2-1 Creating an Alias for the Windows UserÕs Password
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This example creates an alias that is named winuser-password for the Windows userÕs password.

$ asadmin create-password-alias winuser-password
Enter the alias password>
Enter the alias password again>
Command create-password-alias executed successfully.

The entry in the password file for the winuser-password alias is as follows:

AS_ADMIN_WINDOWSPASSWORD=${ALIAS=winuser-password}

See Also

¥ asadmin(1M)

¥ create-password-alias (1)

You can also view the full syntax and options of the subcommand by typing asadmin help create-
password-alias  at the command line.

Next Steps

Test the DCOM setup as explained in To Test the Connection Over DCOM to a Remote Host .

To Test the Connection Over DCOM to a Remote Host

Testing the connection over DCOM to a remote host verifies that the required Windows services are
running, the required ports are open, and the Windows user has a valid user account on the host.

Before attempting to perform any task that the requires the DAS contact the DCOM server on a remote
host, test the connection over DCOM to the host. If this test fails, any attempt to perform a task that the
requires the DAS contact the DCOM server on the host will also fail. Examples of such tasks are
creating a DCOM node to represent the host or creating an instance that resides on the host. For more
information, see To Create a DCOM Node and To Create an Instance Centrally .

If you cannot connect to the host over DCOM, troubleshoot the DCOM setup before proceeding.

Before You Begin

Ensure that the following prerequisites are met:

¥ The Windows user is a valid user on the host to which you are testing the connection over DCOM.

¥ Items in the Windows operating system are set on the host as described in Windows Operating
System Settings .
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¥ The Windows user is able to run scripts on the host. For more information, see To Enable the
Windows User to Run Scripts on a Remote Host .

¥ Password authentication is set up for the windows user as explained in To Set Up Password
Authentication for the Windows User .

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the validate-dcom  subcommand.
Specify the file that contains the alias for the Windows userÕs password through the
--passwordfile  option of the asadmin utility. For more information about this file, see To Set Up
Password Authentication for the Windows User .

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for configuring the node, see the validate-dcom (1) help page.

C:\>asadmin --passwordfile filename validate-dcom host-name

filname

The name of the file that contains the alias for the Windows userÕs password.

host-name

The name of the host to which you are testing the connection over DCOM.

Example 2-2 Testing the Connection Over DCOM to a Remote Host

This example tests the connection over DCOM to the host wpmdl2.

C:\> asadmin --passwordfile aspwalias.txt validate-dcom wpmdl2
Command validate-dcom executed successfully.

See Also

¥ asadmin(1M)

¥ validate-dcom (1)

¥ Windows Operating System Settings

¥ To Enable the Windows User to Run Scripts on a Remote Host

¥ To Create a DCOM Node
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¥ To Create an Instance Centrally

You can also view the full syntax and options of the subcommand by typing asadmin help validate-dcom
at the command line.

Setting Up Cygwin SSH on Windows
Set up Cygwin SSH on the DAS host and on all hosts where instances in your cluster will reside.

The following topics are addressed here:

¥ To Download and Install Cygwin

¥ To Set the Path for Windows and for the Cygwin Shell

¥ To Set the Home Directory for the Cygwin SSH User

¥ To Configure and Start the Cygwin SSH Server Daemon sshd

To Download and Install Cygwin

For centralized GlassFish Server administration, a basic Cygwin installation that includes the SSH
client and the SSH server daemon sshd is sufficient. The default installation options are sufficient to
create such a basic installation.

1. Log in as a user with Administrator privileges.

2. Create the folder C:\cygwin .

3. From the Cygwin home page  (http://www.cygwin.com/ ), download and save the setup.exe  file to your
desktop.

4. Run the setup.exe  file.

5. Select the default for the following options:

! Install from Internet

! Install Root Directory: C:\cygwin

! Install for All Users

6. Specify a folder for the local package directory that is not the Cygwin root folder, for example,
C:\cygwin\packages .

7. Specify the connection method.
For example, if the host is connected to the Internet through a proxy server, specify the proxy
server.

8. Select the mirror site from which to download the software.

Setting Up Cygwin SSH on Windows

24 ÊÊÊEclipse GlassFish Server High Availability Administration Guide, Release 5.1 DRAFT

instances.html#gkqch
#gksjn
#gksin
#gksov
#gkskx
#gkskx
http://www.cygwin.com/
http://www.cygwin.com/


9. Select the openssh package for installation.

10. Under the Net category, search for openssh.

11. Locate the openssh package and click Skip.
The package is selected.

12. Click Next.
Any unsatisfied dependencies are listed.

13. Leave the Select Required Packages option selected and click Next
The packages are installed.

14. Click Finish.

See Also

For detailed information about installing Cygwin, see "http://cygwin.com/cygwin-ug-net/setup-
net.html#internet-setup[Internet Setup]" in Cygwin UserÕs Guide ( http://cygwin.com/ cygwin-ug-net/
setup-net.html# internet-setup ).

To Set the Path for Windows and for the Cygwin Shell

To enable GlassFish Server tools to find commands for SSH, each userÕs path for Windows and for the
Cygwin shell must contain the following directories:

¥ The Cygwin bin  directory, for example C:\cygwin\bin

¥ The bin  directory of the JDK software

1. Log in as a user with Administrator privileges.
Logging in as a user with Administrator privileges ensures that the change applies to all users.

2. In the System Information control panel, click Advanced>Environment Variables.

3. Add the following directories to the Path environment variable:

¥ The Cygwin bin  directory, for example C:\cygwin\bin

¥ The bin  directory of the JDK software

To Set the Home Directory for the Cygwin SSH User

The SSH Server Daemon sshd locates a userÕs home directory from the configuration in the user
database, not from environment variables such as HOME. To ensure that all GlassFish Server commands
can run without errors, each SSH user must be configured to have a home directory.

Each user on a Windows host where SSH is set up potentially has two home directories:
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¥ Windows home directory. GlassFish Server commands, which are run in a Windows command
window, use the Windows home directory.

¥ SSH home directory. SSH commands, which are run in a shell such as bash or ksh, use the SSH home
directory.

If these home directories are different, GlassFish Server and SSH each locate a userÕs .ssh  directory in
different directories. To simplify the set up of SSH, configure each userÕs home directory for SSH and
Windows to be the same directory. A disadvantage of this approach is that the SSH home directory has
spaces in its path name. Spaces in path names are cumbersome in the UNIX environment.

1. Log in as a user with Administrator privileges.

2. In the c:\cygwin\etc\passwd  file, edit the home directory setting for the SSH user to specify the
userÕs home directory for Windows.

To Configure and Start the Cygwin SSH Server Daemon sshd

Before You Begin

Ensure that the following prerequisites are met:

¥ A user account is created for each user that will log in to the host through SSH.

¥ A password is set for each user account.
The SSH server daemon sshd disallows authentication of any user for whose account a password is
not set.

1. Double-click the Cygwin icon.
A Cygwin terminal is started.

2. If necessary, set the password for your user account.

3. Run the passwd command as follows:

$ passwd user-name

user-name

The user name for your account.

1. Type a password.
The password for your Windows account is also set.

2. Configure SSH on the host.

3. Run the ssh-host-config  command.
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$ ssh-host-config

Tip:

If you are using Windows XP, specify the -y  option of ssh-host-config  to answer yes to all prompts. If
you run ssh-host-config  with the -y  option, omit StepÊ b.

1. Ensure that the StrictModes  and PubkeyAuthentication  options are set to yes in the file
/etc/ssh_config .

The file /etc/ssh_config  can also be accessed as /cygdrive/c/cygwin/etc/sshd_config . 4. Start the SSH
server daemon sshd.

$ net start sshd

1. Confirm that the SSH server daemon sshd is running.

$ cygrunsrv --query sshd
ÊService             : sshd
ÊDisplay name        : CYGWIN sshd
ÊCurrent State       : Running
ÊControls Accepted   : Stop
ÊCommand             : /usr/sbin/sshd -D

Next Steps

After you have completed the setup of SSH on a host, test the setup on the host as explained in Testing
the SSH Setup on a Host .

Setting Up the MKS Toolkit on Windows
Set up the MKS Toolkit on the DAS host and on all hosts where instances in your cluster will reside.

The following topics are addressed here:

¥ To Install the MKS Toolkit

¥ To Set the Path for Windows and for the MKS Toolkit Shell

¥ To Set the Home Directory for the MKS Toolkit SSH User

¥ To Configure and Start the MKS Toolkit SSH Server Daemon sshd
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To Install the MKS Toolkit

For centralized GlassFish Server administration, the default installation of the MKS Toolkit is sufficient.

Follow the instructions in the MKS Toolkit product documentation to install OpenSSH from the MKS
Toolkit with default installation options.

See Also

For detailed information about installing MKS Toolkit, see
"http://www.mkssoftware.com/docs/rn/relnotes_tk94.asp#install[Installing MKS Toolkit]" in MKS
Toolkit v9.4 Release Notes ( http://www.mkssoftware.com/ docs/ rn/ relnotes_tk94.asp# install ).

To Set the Path for Windows and for the MKS Toolkit Shell

To enable GlassFish Server tools to find commands for SSH, each userÕs path for Windows and for the
MKS Toolkit shell must contain the following directories:

¥ The MKS Toolkit bin  directory, for example C:\Program Files\MKS Toolkit\mksnt

¥ The bin  directory of the JDK software

The MKS Toolkit installer automatically adds the MKS Toolkit bin  directory to the path. However, you
must add the bin  directory of the JDK software to the path yourself.

1. Log in as a user with Administrator privileges.
Logging in as a user with Administrator privileges ensures that the change applies to all users.

2. In the System Information control panel, click Advanced>Environment Variables.

3. Add the bin  directory of the JDK software to the Path environment variable.

To Set the Home Directory for the MKS Toolkit SSH User

The SSH Server Daemon sshd locates a userÕs home directory from the configuration in the user
database, not from environment variables such as HOME. To ensure that all GlassFish Server commands
can run without errors, each SSH user must be configured to have a home directory.

Each user on a Windows host where SSH is set up potentially has two home directories:

¥ Windows home directory. GlassFish Server commands, which are run in a Windows command
window, use the Windows home directory.

¥ SSH home directory. SSH commands, which are run in a shell such as bash or ksh, use the SSH home
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directory.

If these home directories are different, GlassFish Server and SSH each locate a userÕs .ssh  directory in
different directories. To simplify the set up of SSH, configure each userÕs home directory for SSH and
Windows to be the same directory. A disadvantage of this approach is that the SSH home directory has
spaces in its path name. Spaces in path names are cumbersome in the UNIX environment.

1. Compare the pairs of settings for Windows and the MKS Toolkit that are listed in the following
table.

Windows Environment Variable MKS Toolkit Field

HOMEPATH Home Directory

HOMEDRIVE Home Directory Drive

1. In a Windows command window, determine the values of the HOMEPATH and HOMEDRIVE environment
variables.

2. In an MKS Toolkit shell, determine the current settings of the Home Directory and Home Directory
Drive fields for the user.

$ userinfo user-name

user-name

The user name for the user whose home directory you are setting, for example Administrator .

1. If the settings do not match, update setting of each MKS Toolkit field to match its corresponding
Windows environment variable.
If the settings match, no further action is required.
To update the settings, run the following command in an MKS Toolkit shell:

$ userinfo -u -fHomeDirDrive:"drive" -fHomeDir:"path" user-name

drive

The drive identifier of the disk drive on which the userÕs Windows home directory resides, for
example, C:.

path

The path to the userÕs Windows home directory, for example,
\DocumentsÊandÊSettings\Administrator .

user-name

The user name for the user whose home directory you are setting, for example Administrator .
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Note:

Do not set the HOME environment variable explicitly. If Home Directory and Home Directory Drive are
set correctly, the HOME environment variable specifies the correct path by default.

1. In an MKS Toolkit shell, confirm that the settings were updated.

$ userinfo user-name

user-name

The user name for the user whose home directory you are setting, for example Administrator .

1. Log out of the host and log in to the host again.

2. Confirm that the home directories are the same as explained in StepÊ 1.

Example 2-3 Setting the Home Directory for the MKS Toolkit User

This example sets the home directory for the MKS Toolkit user Administrator  to
C:\DocumentsÊandÊSettings\Administrator .

$ userinfo -u -fHomeDirDrive:"C:"
-fHomeDir:"\Documents and Settings\Administrator" Administrator

To Configure and Start the MKS Toolkit SSH Server Daemon sshd

Note:

Do not set the command shell to cmd.exe. The use of SSH for centralized GlassFish Server
administration requires a shell in the style of a UNIX shell.

1. From the Programs menu, choose MKS Toolkit>Configuration>Configuration Information.

2. Enable password authentication and strict modes.

3. Click the Secure Shell Service tab.

4. Select the Password Authentication option.

5. Click Advanced settings.

6. Click the Login tab.
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7. Deselect the Strict Modes option.

8. If you are using SSH key-file authentication, enable MKSAUTH password authentication.

9. Click the Authentication tab.

10. Under Enable/Disable Password using MKSAUTH, type the userÕs password and click the Enable.

11. Start the SSH server daemon sshd.

12. Confirm that the SSH server daemon sshd is running.

$ service query MKSSecureSH
Name:           MKS Secure Shell Service
Service Type:   WIN32_OWN_PROCESS
Current State:  RUNNING
Controls Accepted:      ACCEPT_STOP
Check Point:    0
Wait Hint:      0
Start Type:     AUTO_START
Error Control:  IGNORE
Path:           "C:\Program Files\MKS Toolkit\bin\secshd.exe"
Dependency:     NuTCRACKERService
Dependency:     tcpip
Service Start Name:     LocalSystem

Next Steps

After you have completed the setup of SSH on a host, test the setup on the host as explained in Testing
the SSH Setup on a Host .

Setting Up SSH on UNIX and Linux Systems
Setting up SSH on UNIX and Linux systems involves verifying that the SSH server daemon sshd is
running and, if necessary, starting this daemon. Set up SSH on the DAS host and on all hosts where
instances in your cluster will reside.

On UNIX and Linux systems, SSH software is typically installed as part of the base operating system. If
SSH is not installed, download and install the appropriate OpenSSH (http://www.openssh.com/ ) SSH
package for your operating system.

How to set up SSH on UNIX and Linux systems depends on the flavor of the operating system that you
are running, as explained in the following sections:

¥ To Set Up SSH on Oracle Solaris Systems

¥ To Set Up SSH on MacOS Systems

Setting Up SSH on UNIX and Linux Systems

DRAFT Eclipse GlassFish Server High Availability Administration Guide, Release 5.1ÊÊÊ 31

#gkslw
#gkslw
http://www.openssh.com/
http://www.openssh.com/
#gksjx
#gkspz


¥ To Set Up SSH on Linux systems

To Set Up SSH on Oracle Solaris Systems

1. Ensure that the following options in the configuration file /etc/ssh/sshd_config  are set to yes:

! StrictModes

! PubkeyAuthentication

2. Determine if the SSH server daemon sshd is running.

$ /usr/bin/svcs ssh

1. If the SSH server daemon sshd is not running, start this daemon.
If the daemon is running, no further action is required.

$ /usr/sbin/svcadm enable ssh

Example 2-4 Determining if the sshd Daemon Is Running on an Oracle Solaris System

This example confirms that the SSH server daemon sshd is running on an Oracle Solaris system.

$ /usr/bin/svcs ssh
STATE          STIME    FMRI
online         Jul_06   svc:/network/ssh:default

See Also

svcs(1)

Next Steps

After you have completed the setup of SSH on a host, test the setup on the host as explained in Testing
the SSH Setup on a Host .

To Set Up SSH on MacOS Systems

1. Open System Preferences and click Sharing.
The Sharing window opens.
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2. Ensure that Remote Login is selected in the Service list.

3. Ensure that either of the following is allowed access:

! All Users

! The user that running the DAS or instance

4. (MacOS 10.6 systems only) Ensure that the SSH server daemon sshd allows password
authentication.
On MacOS 10.5 systems, the SSH server daemon sshd allows password authentication by default.
However, on MacOS 10.6 systems, the SSH server daemon sshd disallows password authentication
by default.

5. Edit the configuration file /etc/sshd_config  to set the PasswordAuthentication  option to yes.

6. Stop the SSH server daemon sshd.

$ sudo launchctl stop com.openssh.sshd

1. Start the SSH server daemon sshd.

$ sudo launchctl start com.openssh.sshd

Next Steps

After you have completed the setup of SSH on a host, test the setup on the host as explained in Testing
the SSH Setup on a Host .

To Set Up SSH on Linux systems

1. Ensure that the following options in the configuration file /etc/ssh/sshd_config  are set to yes:

! StrictModes

! PubkeyAuthentication

2. Determine if the SSH server daemon sshd is running.

$ /sbin/service sshd status

1. If the SSH server daemon sshd is not running, start this daemon.
If the daemon is running, no further action is required.

$ /sbin/service sshd start
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Example 2-5 Determining if the sshd Daemon Is Running on a Linux System

This example confirms that the SSH server daemon sshd is running on a Linux system.

$ /sbin/service sshd status
openssh-daemon (pid  2373) is running...

Next Steps

After you have completed the setup of SSH on a host, test the setup on the host as explained in Testing
the SSH Setup on a Host .

Testing the SSH Setup on a Host
After setting up SSH on a host, test the setup to ensure that you can use SSH to contact the host from
another host. Testing the SSH setup on a host verifies that the SSH server daemon sshd is running and
that the SSH user has a valid user account on the host.

If you cannot use SSH to contact the host, troubleshoot the SSH setup before setting up SSH user
authentication.

To Test the SSH Setup on a Host

1. From another host, use SSH to log in into the host that you are testing as the SSH user.

$ ssh -l user-name host-name

user-name

The user name for the SSH userÕs account on the host.

host-name

The host name of the host that you are logging in to.

1. In response to the prompt, type your password.
If this step succeeds, your setup of SSH is complete.
The first time that you connect to a host, you might be warned that the authenticity cannot be
established and be asked if you want to continue connection. If you trust the host, answer yes to
connect to the host.

Testing the SSH Setup on a Host

34 ÊÊÊEclipse GlassFish Server High Availability Administration Guide, Release 5.1 DRAFT

#gkslw
#gkslw


Troubleshooting

To obtain diagnostic information, use the -v  option of the command-line SSH client and the -d  option of
the SSH server daemon sshd. How to start the SSH server daemon sshd manually depends on the
operating system and SSH provider that you are using.

If the SSH server daemon sshd is set up on a host that has a firewall, ensure that a rule is defined to
allow inbound traffic on the SSH port. The default SSH port is port 22.

If your connection is refused, the SSH server daemon sshd is not running and you must start the
daemon. For instructions, see the following sections:

¥ To Configure and Start the Cygwin SSH Server Daemon sshd

¥ To Configure and Start the MKS Toolkit SSH Server Daemon sshd

¥ To Set Up SSH on Oracle Solaris Systems

If your connection is accepted, but you cannot log in, ensure that the SSH user has a valid user account
on the host.

Next Steps

After testing the SSH setup, set up SSH user authentication to enable SSH to authenticate users without
prompting for a password. For more information, see Setting Up SSH User Authentication .

Setting Up SSH User Authentication
When a GlassFish Server subcommand uses SSH to log in to a remote host, GlassFish Server must be
able to authenticate the SSH user. Setting up SSH user authentication ensures that this requirement is
met.

Before setting up SSH user authentication, determine the authentication scheme to use. If SSH is
already deployed at your site, the authentication scheme to use might already be chosen for you.

The following table lists the authentication schemes that GlassFish Server supports. The table also lists
the advantages and disadvantages of each authentication scheme.

Authentication Scheme Advantages Disadvantages

Public key without encryption GlassFish Server provides tools
to simplify set up.

SSH must be configured to locate
users' key files in the correct
location. File access permissions
for key files and the directory
that contains the key files must
be set correctly.
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Authentication Scheme Advantages Disadvantages

Public key with passphrase-
protected encryption

This scheme is more secure than
public key authentication
without encryption.

SSH must be configured to locate
users' key files in the correct
location. File access permissions
for key files and the directory
that contains the key files must
be set correctly. For each SSH
user, GlassFish Server password
aliases are required for the
encryption passphrase.

Password No SSH configuration is required
to locate key files or to ensure
that file access permissions are
correct.

For each SSH user, GlassFish
Server password aliases are
required for the SSH password.

The following topics are addressed here:

¥ To Set Up Public Key Authentication Without Encryption

¥ To Set Up Encrypted Public Key Authentication

¥ To Set Up Password Authentication

To Set Up Public Key Authentication Without Encryption

Use the setup-ssh  subcommand in local mode to set up public key authentication without encryption.
This subcommand enables you to set up public key authentication on multiple hosts in a single
operation.

The setup-ssh  subcommand generates a key pair and distributes the public key file to specified hosts.
The private key file and the public key file are protected only by the file systemÕs file access
permissions. If you require additional security, set up public key authentication with passphrase-
protected encryption as explained in To Set Up Encrypted Public Key Authentication .

Before You Begin

Ensure that the following prerequisites are met:

¥ SSH is set up on each host where you are setting up public key authentication. For more
information, see the following sections:

! Setting Up Cygwin SSH on Windows

! Setting Up the MKS Toolkit on Windows

! Setting Up SSH on UNIX and Linux Systems

¥ Only the SSH user has write access to the following files and directories on each host where you are
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setting up public key authentication:

! The SSH userÕs home directory

! The ~/.ssh  directory

! The authorized_key  file
If other users can write to these files and directories, the secure service might not trust the
authorized_key  file and might disallow public key authentication.

1. Generate an SSH key pair and distribute the public key file to the hosts where you are
setting up public key authentication.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for setting up an SSH key, see the setup-ssh (1) help page.

asadmin> setup-ssh [--sshuser sshuser] host-list

sshuser

The SSH user for which you are generating the SSH key pair. If you are running the subcommand as
the SSH user, you may omit this option.

host-list

A space-separated list of the names of the hosts where the SSH public key is to be distributed.
After generating the SSH key pair, the subcommand uses SSH to log in to each host in host-list as the
SSH user to distribute the public key. Each time a password is required to log in to a host, you are
prompted for the SSH userÕs password.

1. In response to each prompt for a password, type the SSH userÕs password.

Example 2-6 Setting Up Public Key Authentication Without Encryption

This example generates and sets up an SSH key for the user gfuser  on the hosts sua01 and sua02. The
command is run by the user gfuser .
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asadmin> setup-ssh --generatekey=true sua01 sua02
Enter SSH password for gfuser@sua01>
Created directory /home/gfuser/.ssh
/usr/bin/ssh-keygen successfully generated the identification /home/gfuser/.ssh/id_rsa
Copied keyfile /home/gfuser/.ssh/id_rsa.pub to gfuser@sua01
Successfully connected to gfuser@sua01 using keyfile /home/gfuser/.ssh/id_rsa
Copied keyfile /home/gfuser/.ssh/id_rsa.pub to gfuser@sua02
Successfully connected to gfuser@sua02 using keyfile /home/gfuser/.ssh/id_rsa
Command setup-ssh executed successfully.

Next Steps

After setting up public key authentication, test the setup by using ssh to log in as the SSH user to each
host where the public key was distributed. For each host, log in first with the unqualified host name
and then with the fully qualified name. If SSH does not prompt for password, public key authentication
is set up correctly on the host.

If you are prompted for a password, verify that the public key file was copied correctly to the SSH
userÕs authorized_keys  file.

Troubleshooting

Setup might fail because file access permissions in the SSH userÕs home directory are too permissive.
In this situation, ensure that the file access permissions in the SSH userÕs home directory meet the
requirements for performing this procedure.

If you have set the file access permissions in the SSH userÕs home directory correctly, setup might still
fail if you are using the MKS Toolkit. In this situation, correct the problem in one of the following ways:

¥ On each remote host, copy the public key file to the SSH userÕs ~/.ssh  directory and import the file.
To import the file, select the Secure Service tab in the MKS configuration GUI and click
Passwordless.

¥ Disable strict modes.

See Also

¥ Setting Up Cygwin SSH on Windows

¥ Setting Up the MKS Toolkit on Windows

¥ Setting Up SSH on UNIX and Linux Systems

¥ setup-ssh (1)

You can also view the full syntax and options of the subcommand by typing asadmin help setup-ssh  at
the command line.
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To Set Up Encrypted Public Key Authentication

Encrypted key file authentication uses an encrypted private key file that is protected with a
passphrase. This passphrase must be provided to use the private key to unlock the public key. If you
require encrypted public key authentication, you must use the SSH utility ssh-keygen to generate an
SSH key pair with an encrypted private key. You can then use the setup-ssh  subcommand to distribute
the public key file to specified hosts.

To use the encrypted key file, GlassFish Server requires the passphrase with which the key file was
encrypted. To provide this passphrase securely to GlassFish Server, create a GlassFish Server password
alias to represent the passphrase and store this alias in a password file that is passed to the asadmin
utility.

Note:

Only the options that are required to complete this task are provided in each step. For information
about all the options for the commands and subcommands in this task, see their help pages or man
pages.

Before You Begin

Ensure that the following prerequisites are met:

¥ SSH is set up on each host where you are setting up public key authentication. For more
information, see the following sections:

! Setting Up Cygwin SSH on Windows

! Setting Up the MKS Toolkit on Windows

! Setting Up SSH on UNIX and Linux Systems

¥ Only the SSH user has write access to the following files and directories on each host where you are
setting up public key authentication:

! The SSH userÕs home directory

! The ~/.ssh  directory

! The authorized_key  file
If other users can write to these files and directories, the secure service might not trust the
authorized_key  file and might disallow public key authentication.

1. Generate an SSH key pair with an encrypted private key file.
Use the SSH utility ssh-keygen for this purpose.

$ ssh-keygen -t type
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type

The algorithm that is to be used for the key and which must be rsa , dsa, or rsa1.
The ssh-keygen utility prompts you for a file in which to save the key.

1. To simplify the distribution of the key file, accept the default file.
The ssh-keygen utility prompts you for a passphrase.

2. In response to the prompt, type your choice of passphrase for encrypting the private key file.

The ssh-keygen utility prompts you to type the passphrase again. 4. In response to the prompt, type the
passphrase that you set in StepÊ 3. 5. Distribute the public key file to the hosts where you are setting up
public key authentication.
Use the setup-ssh  asadmin subcommand for this purpose.

$ asadmin setup-ssh --generatekey=false host-list

host-list

A space-separated list of the names of the hosts where the SSH public key is to be distributed.
The subcommand uses SSH to log in to each host in host-list as the SSH user to distribute the public
key. Each time a passphrase or a password is required to log in to a host, you are prompted for the
passphrase or the SSH userÕs password.

1. In response to each prompt, type the requested information.

! In response to each prompt for a passphrase, type the passphrase that you set in StepÊ 3.

! In response to each prompt for a password, type the SSH userÕs password.

2. Create a GlassFish Server password alias for the passphrase that you set in StepÊ 3.

3. Ensure that the DAS is running.
Remote subcommands require a running server.

4. Run the create-password-alias  asadmin subcommand.

$ asadmin create-password-alias alias-name

alias-name

Your choice of name for the alias that you are creating.
The create-password-alias  subcommand prompts you to type the passphrase for which you are
creating an alias.

1. In response to the prompt, type the passphrase that you set in StepÊ 3.
The create-password-alias  subcommand prompts you to type the passphrase again.

2. In response to the prompt, type the passphrase that you set in StepÊ 3 again.

3. Create a plain text file that contains the following entry for the passphrase alias:
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AS_ADMIN_SSHKEYPASSPHRASE=${ALIAS=alias-name}

alias-name

The alias name that you specified in StepÊ 7.

Note:

When you create an SSH node, pass this file as the --passwordfile  option of the asadmin utility. For
more information, see To Create an SSH Node.

Example 2-7 Setting Up Encrypted Public Key Authentication

This example generates an SSH key pair with an encrypted private key for the user gfadmin and
distributes the public key to the hosts sj01  and ja02 . The example also creates an alias that is named
ssh-key-passphrase for the private keyÕs passphrase.

$ ssh-keygen -t rsa
Generating public/private rsa key pair.
Enter file in which to save the key (/home/gfadmin/.ssh/id_rsa):
Enter passphrase (empty for no passphrase):
Enter same passphrase again:
Your identification has been saved in /home/gfadmin/.ssh/id_rsa.
Your public key has been saved in /home/gfadmin/.ssh/id_rsa.pub.
The key fingerprint is:
db:b5:f6:0d:fe:16:33:91:20:64:90:1a:84:66:f5:d0 gfadmin@dashost
$ asadmin setup-ssh --generatekey=false sj01 sj02
Key /home/gfadmin/.ssh/id_rsa is encrypted
Enter key passphrase>
Enter SSH password for gfadmin@sj01>
Copied keyfile /home/gfadmin/.ssh/id_rsa.pub to gfadmin@sj01
Successfully connected to gfadmin@sj01 using keyfile /home/gfadmin/.ssh/id_rsa
Successfully connected to gfadmin@sj02 using keyfile /home/gfadmin/.ssh/id_rsa
SSH public key authentication is already configured for gfadmin@sj02
Command setup-ssh executed successfully.
$ asadmin create-password-alias ssh-key-passphrase
Enter the alias password>
Enter the alias password again>
Command create-password-alias executed successfully.

The entry in the password file for the ssh-key-passphrase alias is as follows:
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AS_ADMIN_SSHKEYPASSPHRASE=${ALIAS=ssh-key-passphrase}

Troubleshooting

Setup might fail because file access permissions in the SSH userÕs home directory are too permissive.
In this situation, ensure that the file access permissions in the SSH userÕs home directory meet the
requirements for performing this procedure.

If you have set the file access permissions in the SSH userÕs home directory correctly, setup might still
fail if you are using the MKS Toolkit. In this situation, correct the problem in one of the following ways:

¥ On each remote host, copy the public key file to the SSH userÕs ~/.ssh  directory and import the file.
To import the file, select the Secure Service tab in the MKS configuration GUI and click
Passwordless.

¥ Disable strict modes.

See Also

¥ Setting Up Cygwin SSH on Windows

¥ Setting Up the MKS Toolkit on Windows

¥ Setting Up SSH on UNIX and Linux Systems

¥ asadmin(1M)

¥ create-password-alias (1)

¥ setup-ssh (1)

¥ ssh-keygen(1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help create-password-alias

¥ asadmin help setup-ssh

To Set Up Password Authentication

To use SSH to log in to a remote host, GlassFish Server requires the SSH userÕs password. To provide
this password securely to GlassFish Server, create a GlassFish Server password alias to represent the
password and store this alias in a password file that is passed to the asadmin utility.

Before You Begin

Ensure that SSH is set up on each host where you are setting up password authentication. For more
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information, see the following sections:

¥ Setting Up Cygwin SSH on Windows

¥ Setting Up the MKS Toolkit on Windows

¥ Setting Up SSH on UNIX and Linux Systems

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Create an alias for the SSH userÕs password.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for creating a password alias, see the create-password-alias (1) help page.

asadmin> create-password-alias alias-name

alias-name

Your choice of name for the alias that you are creating.

The create-password-alias  subcommand prompts you to type the password for which you are creating
an alias. 3. In response to the prompt, type the SSH userÕs password.
The create-password-alias  subcommand prompts you to type the password again. 4. In response to the
prompt, type the SSH userÕs password again. 5. Create a plain text file that contains the following entry
for the password alias:

AS_ADMIN_SSHPASSWORD=${ALIAS=alias-name}

alias-name

The alias name that you specified in StepÊ 2.

Note:

When you create an SSH node, pass this file as the --passwordfile  option of the asadmin utility. For
more information, see To Create an SSH Node.

Example 2-8 Creating an Alias for the SSH UserÕs Password

This example creates an alias that is named ssh-password for the SSH userÕs password.
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$ asadmin create-password-alias ssh-password
Enter the alias password>
Enter the alias password again>
Command create-password-alias executed successfully.

The entry in the password file for the ssh-password alias is as follows:

AS_ADMIN_SSHPASSWORD=${ALIAS=ssh-password}

See Also

¥ Setting Up Cygwin SSH on Windows

¥ Setting Up the MKS Toolkit on Windows

¥ Setting Up SSH on UNIX and Linux Systems

¥ asadmin(1M)

¥ create-password-alias (1)

You can also view the full syntax and options of the subcommand by typing asadmin help create-
password-alias  at the command line.

Installing and Removing GlassFish Server Software on
Multiple Hosts
GlassFish Server software must be installed on all hosts where GlassFish Server will run. How to install
GlassFish Server software on multiple hosts depends on the degree of control that you require over the
installation on each host.

¥ If you require complete control over the installation on each host, install the software from a
GlassFish Server distribution on each host individually. For more information, see GlassFish Server
Open Source Edition Installation Guide .

¥ If the same set up on each host is acceptable, copy an existing GlassFish Server installation to the
hosts. For more information, see To Copy a GlassFish Server Installation to Multiple Hosts .

GlassFish Server also enables you to remove GlassFish Server software from multiple hosts in a single
operation. For more information, see To Remove GlassFish Server Software From Multiple Hosts .

The following topics are addressed here:

¥ To Copy a GlassFish Server Installation to Multiple Hosts
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¥ To Remove GlassFish Server Software From Multiple Hosts

To Copy a GlassFish Server Installation to Multiple Hosts

Use the install-node-dcom  subcommand or the install-node-ssh  subcommand in local mode to copy an
installation of GlassFish Server software to multiple hosts.

Before You Begin

Ensure that DCOM or SSH is set up on the host where you are running the subcommand and on each
host where you are copying the GlassFish Server software.

Run the appropriate subcommand for the protocol that is set up for communication between the hosts.

¥ If DCOM is set up for communication between the hosts, run the install-node-dcom  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for copying an installation of GlassFish Server software, see the install-node-
dcom(1) help page.

asadmin> install-node-dcom host-list

host-list

A space-separated list of the names of the hosts where you are copying the installation of GlassFish
Server software.

¥ If SSH is set up for communication between the hosts, run the install-node-ssh  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for copying an installation of GlassFish Server software, see the install-node-
ssh(1) help page.

asadmin> install-node-ssh host-list

host-list

A space-separated list of the names of the hosts where you are copying the installation of GlassFish
Server software.
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Example 2-9 Copying a GlassFish Server Installation to Multiple DCOM-Enabled Hosts

This example copies the GlassFish Server software on the host where the subcommand is run to the
default location on the DCOM-enabled hosts wpmdl1.example.com and wpmdl2.example.com.

Some lines of output are omitted from this example for readability.

asadmin> install-node-dcom wpmdl1.example.com wpmdl2.example.com
Created installation zip C:\glassfish8107276692860773166.zip
Copying 85760199 bytes..........................................................
....................................
WROTE FILE TO REMOTE SYSTEM: C:/glassfish3/glassfish_install.zip and
C:/glassfish3/unpack.bat
Output from Windows Unpacker:

C:\Windows\system32>C:

C:\Windows\system32>cd "C:\glassfish3"

C:\glassfish3>jar xvf glassfish_install.zip
Êinflated: bin/asadmin
Êinflated: bin/asadmin.bat
Êinflated: glassfish/bin/appclient
Êinflated: glassfish/bin/appclient.bat
Êinflated: glassfish/bin/appclient.js
Êinflated: glassfish/bin/asadmin
Êinflated: glassfish/bin/asadmin.bat
...
Êinflated: mq/lib/props/broker/default.properties
Êinflated: mq/lib/props/broker/install.properties

Command install-node-dcom executed successfully.

Example 2-10 Copying a GlassFish Server Installation to Multiple SSH-Enabled Hosts

This example copies the GlassFish Server software on the host where the subcommand is run to the
default location on the SSH-enabled hosts sj03.example.com and sj04.example.com.
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asadmin> install-node-ssh sj03.example.com sj04.example.com
Created installation zip /home/gfuser/glassfish2339538623689073993.zip
Successfully connected to gfuser@sj03.example.com using keyfile /home/gfuser
/.ssh/id_rsa
Copying /home/gfuser/glassfish2339538623689073993.zip (81395008 bytes) to
sj03.example.com:/export/glassfish3
Installing glassfish2339538623689073993.zip into sj03.example.com:/export/glassfish3
Removing sj03.example.com:/export/glassfish3/glassfish2339538623689073993.zip
Fixing file permissions of all files under sj03.example.com:/export/glassfish3/bin
Successfully connected to gfuser@sj04.example.com using keyfile /home/gfuser
/.ssh/id_rsa
Copying /home/gfuser/glassfish2339538623689073993.zip (81395008 bytes) to
sj04.example.com:/export/glassfish3
Installing glassfish2339538623689073993.zip into sj04.example.com:/export/glassfish3
Removing sj04.example.com:/export/glassfish3/glassfish2339538623689073993.zip
Fixing file permissions of all files under sj04.example.com:/export/glassfish3/bin
Command install-node-ssh executed successfully

See Also

¥ install-node-dcom (1)

¥ install-node-ssh (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help install-node-dcom

¥ asadmin help install-node-ssh

To Remove GlassFish Server Software From Multiple Hosts

Use the uninstall-node-dcom  subcommand or the uninstall-node-ssh  subcommand in local mode to
remove GlassFish Server software from multiple hosts.

Before You Begin

Ensure that the following prerequisites are met:

¥ DCOM or SSH is set up on the host where you are running the subcommand and on each host from
which you are removing the GlassFish Server software.

¥ No process is accessing the parent of the base installation directory for the GlassFish Server
software or any subdirectory of this directory.

¥ The parent of the base installation directory for the GlassFish Server software is the same on each
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host from which you are removing the GlassFish Server software.

¥ For hosts that use DCOM for remote communication, the configuration of the following items is the
same on each host:

! Windows Domain

! Windows User

¥ For hosts that use SSH for remote communication, the configuration of the following items is the
same on each host:

! SSH port

! SSH user

! SSH key file

Run the appropriate subcommand for the protocol that is set up for communication between the hosts.

¥ If DCOM is set up for communication between the hosts, run the uninstall-node-dcom  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for removing GlassFish Server software, see the uninstall-node-dcom (1) help
page.

asadmin> uninstall-node-dcom host-list

host-list

A space-separated list of the names of the hosts from which you are removing GlassFish Server
software.

¥ If SSH is set up for communication between the hosts, run the uninstall-node-ssh  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for removing GlassFish Server software, see the uninstall-node-ssh (1) help page.

asadmin> uninstall-node-ssh host-list

host-list

A space-separated list of the names of the hosts from which you are removing GlassFish Server
software.
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Example 2-11 Removing GlassFish Server Software From Multiple DCO\M-Enabled Hosts

This example removes GlassFish Server software on the DCOM-enabled hosts wpmdl1.example.com and
wpmdl2.example.com from the default location.

asadmin> uninstall-node-dcom wpmdl1 wpmdl2
Command uninstall-node-dcom executed successfully.

Example 2-12 Removing GlassFish Server Software From Multiple SSH-Enabled Hosts

This example removes GlassFish Server software on the SSH-enabled hosts sj03.example.com and
sj04.example.com from the default location.

asadmin> uninstall-node-ssh sj03 sj04
Successfully connected to gfuser@sj03.example.com using keyfile /home/gfuser
/.ssh/id_rsa
Successfully connected to gfuser@sj04.example.com using keyfile /home/gfuser
/.ssh/id_rsa
Command uninstall-node-ssh executed successfully.

See Also

¥ uninstall-node-dcom (1)

¥ uninstall-node-ssh (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help uninstall-node-dcom

¥ asadmin help uninstall-node-ssh
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3 Administering GlassFish Server Nodes
A node represents a host on which the GlassFish Server software is installed. A node must exist for
every host on which GlassFish Server instances reside. A nodeÕs configuration contains information
about the host such as the name of the host and the location where the GlassFish Server is installed on
the host.

The following topics are addressed here:

¥ Types of GlassFish Server Nodes

¥ Creating, Listing, Testing, and Deleting DCOM Nodes

¥ Creating, Listing, Testing, and Deleting SSH Nodes

¥ Creating, Listing, and Deleting CONFIG Nodes

¥ Updating and Changing the Type of a Node

Types of GlassFish Server Nodes
Each GlassFish Server node is one of the following types of node:

DCOM

A DCOM node supports communication over the Distributed Component Object Model (DCOM) remote
protocol. The DCOM remote protocol is available only on Windows systems. If DCOM is set up and
you plan to administer your GlassFish Server instances centrally, the instances must reside on DCOM
nodes.
A DCOM nodeÕs configuration contains the information that is required to connect to the host through
DCOM. This information includes, for example, the user name of the Windows user and the port
number for DCOM connections to the host.

SSH

An SSH node supports communication over secure shell (SSH). If SSH is set up and you plan to
administer your GlassFish Server instances centrally, the instances must reside on SSH nodes.
An SSH nodeÕs configuration contains the information that is required to connect to the host through
SSH. This information includes, for example, the user name of the SSH user and the port number for
SSH connections to the host.

CONFIG

A CONFIG node does not support remote communication. If neither DCOM nor SSH is set up and you
plan to administer your instances locally, the instances can reside on CONFIG nodes. You cannot use
CONFIG nodes for instances that you plan to administer centrally.
Each domain contains a predefined CONFIG node that is named `localhost-`domain, where domain is
the name of the domain. On the host where the domain administration server (DAS) is running, this
node represents the local host.
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Creating, Listing, Testing, and Deleting DCOM Nodes
A DCOM node supports communication over DCOM. If DCOM is set up and you plan to administer your
GlassFish Server instances centrally, the instances must reside on DCOM nodes. For information about
setting up DCOM, see Enabling Centralized Administration of GlassFish Server Instances .

GlassFish Server enables you to create DCOM nodes for use by instances, obtain information about DCOM
nodes, test if DCOM nodes are reachable, and delete DCOM nodes that are no longer required.

The following topics are addressed here:

¥ To Create a DCOM Node

¥ To List DCOM Nodes in a Domain

¥ To Test if a DCOM Node is Reachable

¥ To Delete a DCOM Node

To Create a DCOM Node

Use the create-node-dcom subcommand in remote mode to create a DCOM node.

Before You Begin

Ensure that the Windows user can use DCOM to connect to the host that the node will represent. By
default, the create-node-dcom subcommand validates the nodeÕs parameters and the DCOM connection
to the host. If the Windows user cannot use DCOM to connect to the host, the validation fails.

Note:

For information about how to determine whether the Windows user can use DCOM to connect to the
host, see To Test the Connection Over DCOM to a Remote Host .

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the create-node-dcom subcommand.
Specify the file that contains the alias for the Windows userÕs password through the --passwordfile
option of the asadmin utility. For more information about this file, see To Set Up Password
Authentication for the Windows User .
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Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for configuring the node, see the create-node-dcom(1) help page.

C:\> asadmin --passwordfile filename create-node-dcom
--nodehost node-host [--installdir install-dir ]
node-name

filname

The name of the file that contains the alias for the Windows userÕs password.

node-host

The name of the host that the node represents. The name of the host must be specified. Otherwise,
an error occurs.

install-dir

The full path to the parent of the base installation directory of the GlassFish Server software on the
host, for example, C:\glassfish3 . If the GlassFish Server software is installed in the same directory
on the nodeÕs host and the DAS host, you can omit this option.

node-name

Your choice of name for the node that you are creating.

Example 3-1 Creating a DCOM Node

This example creates the DCOM node wpmdl1 to represent the host wpmdl1.example.com. The GlassFish
Server software is installed in the same directory on the DAS host and on the host wpmdl1.example.com.

C:\> asadmin --passwordfile aspwalias.txt create-node-dcom
--nodehost wpmdl1.example.com wpmdl1
Command create-node-dcom executed successfully.

See Also

¥ asadmin(1M)

¥ create-node-dcom(1)

You can also view the full syntax and options of the subcommand by typing asadmin help create-node-
dcom at the command line.
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Next Steps

After creating a node, you can create instances on the node as explained in the following sections:

¥ To Create an Instance Centrally

¥ To Create an Instance Locally

To List DCOM Nodes in a Domain

Use the list-nodes-dcom  subcommand in remote mode to obtain information about existing DCOM nodes
in a domain.

Note:

To obtain information about all existing nodes in a domain, use the list-nodes  subcommand.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the list-nodes-dcom  subcommand.

asadmin> list-nodes-dcom

Example 3-2 Listing Basic Information About All DCOM Nodes in a Domain

This example lists the name, type, and host of all DCOM nodes in the current domain.

asadmin> list-nodes-dcom
xkyd  DCOM  xkyd.example.com
wpmdl2  DCOM  wpmdl2.example.com
wpmdl1  DCOM  wpmdl1.example.com
Command list-nodes-dcom executed successfully.

Example 3-3 Listing Detailed Information About All DCOM Nodes in a Domain

This example lists detailed information about all DCOM nodes in the current domain.
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asadmin> list-nodes-dcom --long=true
NODE NAME    TYPE   NODE HOST            INSTALL DIRECTORY   REFERENCED BY
xkyd         DCOM   xkyd.example.com     C:\glassfish3
wpmdl2       DCOM   wpmdl2.example.com   C:\glassfish3       wdi2
wpmdl1       DCOM   wpmdl1.example.com   C:\glassfish3       wdi1
Command list-nodes-dcom executed successfully.

See Also

¥ list-nodes (1)

¥ list-nodes-dcom (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help list-nodes

¥ asadmin help list-nodes-dcom

To Test if a DCOM Node is Reachable

Use the ping-node-dcom subcommand in remote mode to test if a DCOM node is reachable.

Before You Begin

Ensure that DCOM is configured on the host where the DAS is running and on the host that the node
represents.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the ping-node-dcom subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for testing the node, see the ping-node-dcom(1) help page.

asadmin> ping-node-dcom node-name

node-name

The name of the node to test.
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Example 3-4 Testing if a DCOM Node Is Reachable

This example tests if the DCOM node wpmdl2 is reachable.

asadmin> ping-node-dcom wpmdl2
Successfully made DCOM connection to node wpmdl2 (wpmdl2.example.com)
Command ping-node-dcom executed successfully.

See Also

ping-node-dcom(1)

You can also view the full syntax and options of the subcommand by typing asadmin help ping-node-
dcom at the command line.

To Delete a DCOM Node

Use the delete-node-dcom subcommand in remote mode to delete a DCOM node.

Deleting a node removes the node from the configuration of the DAS. The nodeÕs directories and files
are deleted when the last GlassFish Server instance that resides on the node is deleted.

Before You Begin

Ensure that no GlassFish Server instances reside on the node that you are deleting. For information
about how to delete an instance, see the following sections.

¥ To Delete an Instance Centrally

¥ To Delete an Instance Locally

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Confirm that no instances reside on the node that you are deleting.

asadmin> list-nodes-dcom --long=true

1. Run the o delete-node-dcom subcommand.

asadmin> delete-node-dcom node-name
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node-name

The name of the node that you are deleting.

Example 3-5 Deleting a DCOM Node

This example confirms that no instances reside on the DCOM node xkyd and deletes the node xkyd.

asadmin> list-nodes-dcom --long=true
NODE NAME    TYPE   NODE HOST            INSTALL DIRECTORY   REFERENCED BY
xkyd         DCOM   xkyd.example.com     C:\glassfish3
wpmdl2       DCOM   wpmdl2.example.com   C:\glassfish3       wdi2
wpmdl1       DCOM   wpmdl1.example.com   C:\glassfish3       wdi1
Command list-nodes-dcom executed successfully.
asadmin> delete-node-dcom xkyd
Command delete-node-dcom executed successfully.

See Also

¥ To Delete an Instance Centrally

¥ To Delete an Instance Locally

¥ delete-node-dcom(1)

¥ list-nodes-dcom (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help delete-node-dcom

¥ asadmin help list-nodes-dcom

Creating, Listing, Testing, and Deleting SSH Nodes
An SSH node supports communication over SSH. If SSH is set up and you plan to administer your
GlassFish Server instances centrally, the instances must reside on SSH nodes. For information about
setting up SSH, see Enabling Centralized Administration of GlassFish Server Instances .

Note:

Windows systems also support communications over DCOM as an alternative to SSH.

GlassFish Server enables you to create SSH nodes for use by instances, obtain information about SSH
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nodes, test if SSH nodes are reachable, and delete SSH nodes that are no longer required.

The following topics are addressed here:

¥ To Create an SSH Node

¥ To List SSH Nodes in a Domain

¥ To Test if an SSH Node is Reachable

¥ To Delete an SSH Node

To Create an SSH Node

Use the create-node-ssh  subcommand in remote mode to create an SSH node.

Before You Begin

Ensure that the SSH user can use SSH to log in to the host that the node will represent. By default, the
create-node-ssh  subcommand validates the nodeÕs parameters and the SSH connection to the host. If
the SSH user cannot use SSH to log in to the host, the validation fails.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the create-node-ssh  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for configuring the node, see the create-node-ssh (1) help page.

If you are using password authentication for the SSH user, you must specify a password file through
the --passwordfile  option of the asadmin utility. For more information about SSH user authentication,
see Setting Up SSH User Authentication .

asadmin> create-node-ssh --nodehost node-host [--installdir install-dir ]
node-name

node-host

The name of the host that the node represents. The name of the host must be specified. Otherwise,
an error occurs.

install-dir

The full path to the parent of the base installation directory of the GlassFish Server software on the
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host, for example, /export/glassfish3/ . If the GlassFish Server software is installed in the same
directory on the nodeÕs host and the DAS host, you can omit this option.

node-name

Your choice of name for the node that you are creating.

Example 3-6 Creating an SSH Node

This example creates the SSH node sj01  to represent the host sj01.example.com. The GlassFish Server
software is installed in the same directory on the DAS host and on the host sj01.example.com.

asadmin> create-node-ssh --nodehost sj01.example.com sj01
Command create-node-ssh executed successfully.

Troubleshooting

The create-node-ssh  subcommand might fail to create the node and report the error Illegal sftp
packet len . If this error occurs, ensure that no the startup file on the remote host displays text for
noninteractive shells. Examples of startup files are .bashrc , .cshrc , .login , and .profile .

The SSH session interprets any text message that is displayed during login as a file-transfer protocol
packet. Therefore, any statement in a startup file that displays text messages corrupts the SSH session,
causing this error.

See Also

create-node-ssh (1)

You can also view the full syntax and options of the subcommand by typing asadmin help create-node-
ssh at the command line.

Next Steps

After creating a node, you can create instances on the node as explained in the following sections:

¥ To Create an Instance Centrally

¥ To Create an Instance Locally

To List SSH Nodes in a Domain

Use the list-nodes-ssh  subcommand in remote mode to obtain information about existing SSH nodes in
a domain.
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Note:

To obtain information about all existing nodes in a domain, use the list-nodes  subcommand.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the list-nodes-ssh  subcommand.

asadmin> list-nodes-ssh

Example 3-7 Listing Basic Information About All SSH Nodes in a Domain

This example lists the name, type, and host of all SSH nodes in the current domain.

asadmin> list-nodes-ssh
sj01  SSH  sj01.example.com
sj02  SSH  sj02.example.com
Command list-nodes-ssh executed successfully.

Example 3-8 Listing Detailed Information About All SSH Nodes in a Domain

This example lists detailed information about all SSH nodes in the current domain.

asadmin> list-nodes-ssh --long=true
NODE NAME   TYPE   NODE HOST          INSTALL DIRECTORY    REFERENCED BY
sj01        SSH    sj01.example.com   /export/glassfish3   pmd-i1
sj02        SSH    sj02.example.com   /export/glassfish3   pmd-i2
Command list-nodes-ssh executed successfully.

See Also

¥ list-nodes (1)

¥ list-nodes-ssh (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help list-nodes
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¥ asadmin help list-nodes-ssh

To Test if an SSH Node is Reachable

Use the ping-node-ssh  subcommand in remote mode to test if an SSH node is reachable.

Before You Begin

Ensure that SSH is configured on the host where the DAS is running and on the host that the node
represents.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the ping-node-ssh  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for testing the node, see the ping-node-ssh (1) help page.

asadmin> ping-node-ssh node-name

node-name

The name of the node to test.

Example 3-9 Testing if an SSH Node Is Reachable

This example tests if the SSH node sj01  is reachable.

asadmin> ping-node-ssh sj01
Successfully made SSH connection to node sj01 (sj01.example.com)
Command ping-node-ssh executed successfully.

See Also

ping-node-ssh (1)

You can also view the full syntax and options of the subcommand by typing asadmin help ping-node-ssh
at the command line.
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To Delete an SSH Node

Use the delete-node-ssh  subcommand in remote mode to delete an SSH node.

Deleting a node removes the node from the configuration of the DAS. The nodeÕs directories and files
are deleted when the last GlassFish Server instance that resides on the node is deleted.

Before You Begin

Ensure that no GlassFish Server instances reside on the node that you are deleting. For information
about how to delete an instance, see the following sections.

¥ To Delete an Instance Centrally

¥ To Delete an Instance Locally

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Confirm that no instances reside on the node that you are deleting.

asadmin> list-nodes-ssh --long=true

1. Run the o delete-node-ssh  subcommand.

asadmin> delete-node-ssh node-name

node-name

The name of the node that you are deleting.

Example 3-10 Deleting an SSH Node

This example confirms that no instances reside on the SSH node sj01  and deletes the node sj01 .

asadmin> list-nodes-ssh --long=true
NODE NAME   TYPE   NODE HOST          INSTALL DIRECTORY    REFERENCED BY
sj01        SSH    sj01.example.com   /export/glassfish3
sj02        SSH    sj02.example.com   /export/glassfish3   pmd-i2
Command list-nodes-ssh executed successfully.
asadmin> delete-node-ssh sj01
Command delete-node-ssh executed successfully.
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See Also

¥ To Delete an Instance Centrally

¥ To Delete an Instance Locally

¥ delete-node-ssh (1)

¥ list-nodes-ssh (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help delete-node-ssh

¥ asadmin help list-nodes-ssh

Creating, Listing, and Deleting CONFIG Nodes
A CONFIG node does not support remote communication. If neither DCOM nor SSH is set up and you
plan to administer your instances locally, the instances can reside on CONFIG nodes. You cannot use
CONFIG nodes for instances that you plan to administer centrally.

GlassFish Server enables you to create CONFIG nodes for use by instances, obtain information about
CONFIG nodes, and delete CONFIG nodes that are no longer required.

The following topics are addressed here:

¥ To Create a CONFIG Node

¥ To List CONFIG Nodes in a Domain

¥ To Delete a CONFIG Node

To Create a CONFIG Node

Use the create-node-config  command in remote mode to create a CONFIG node.

Note:

If you create an instance locally on a host for which no nodes are defined, you can create the instance
without creating a node beforehand. In this situation, GlassFish Server creates a CONFIG node for you.
The name of the node is the unqualified name of the host. For more information, see To Create an
Instance Locally .

1. Ensure that the DAS is running.
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Remote subcommands require a running server.

2. Run the create-node-config  subcommand.

Note:

Only the options that are required to complete this task are provided in this step. For information
about all the options for configuring the node, see the create-node-config (1) help page.

asadmin> create-node-config [--nodehost node-host] [--installdir install-dir ]
node-name

node-host

The name of the host that the node represents. You may omit this option. The name of the host can
be determined when instances that reside on the node are created.

install-dir

The full path to the parent of the base installation directory of the GlassFish Server software on the
host, for example, /export/glassfish3/ . You may omit this option. The installation directory can be
determined when instances that reside on the node are created.

node-name

Your choice of name for the node that you are creating.

Example 3-11 Creating a CONFIG Node

This example creates the CONFIG node cfg01. The host that the node represents and the installation
directory of the GlassFish Server software on the host are to be determined when instances are added
to the node.

asadmin> create-node-config cfg01
Command create-node-config executed successfully.

See Also

create-node-config (1)

You can also view the full syntax and options of the subcommand by typing asadmin help create-node-
config  at the command line.

Next Steps
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After creating a node, you can create instances on the node as explained in To Create an Instance
Locally .

To List CONFIG Nodes in a Domain

Use the list-nodes-config  subcommand in remote mode to obtain information about existing CONFIG
nodes in a domain.

Note:

To obtain information about all existing nodes in a domain, use the list-nodes  subcommand.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the list-nodes-config  subcommand.

asadmin> list-nodes-config

Example 3-12 Listing Basic Information About All CONFIG Nodes in a Domain

This example lists the name, type, and host of all CONFIG nodes in the current domain.

asadmin> list-nodes-config
localhost-domain1  CONFIG  localhost
cfg01  CONFIG  cfg01.example.com
cfg02  CONFIG  cfg02.example.com
Command list-nodes-config executed successfully.

Example 3-13 Listing Detailed Information About All CONFIG Nodes in a Domain

This example lists detailed information about all CONFIG nodes in the current domain.
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asadmin> list-nodes-config --long=true
NODE NAME           TYPE     NODE HOST            INSTALL DIRECTORY    REFERENCED BY
localhost-domain1   CONFIG   localhost            /export/glassfish3
cfg01               CONFIG   cfg01.example.com    /export/glassfish3   yml-i1
cfg02               CONFIG   cfg02.example.com    /export/glassfish3   yml-i2
Command list-nodes-config executed successfully.

See Also

¥ list-nodes (1)

¥ list-nodes-config (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help list-nodes

¥ asadmin help list-nodes-config

To Delete a CONFIG Node

Use the delete-node-config  subcommand in remote mode to delete a CONFIG node.

Deleting a node removes the node from the configuration of the DAS. The nodeÕs directories and files
are deleted when the last GlassFish Server instance that resides on the node is deleted.

Before You Begin

Ensure that no GlassFish Server instances reside on the node that you are deleting. For information
about how to delete an instance that resides on a CONFIG node, see To Delete an Instance Locally .

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Confirm that no instances reside on the node that you are deleting.

asadmin> list-nodes-config --long=true

1. Run the o delete-node-config  subcommand.

asadmin> delete-node-config node-name

node-name
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The name of the node that you are deleting.

Example 3-14 Deleting a CONFIG Node

This example confirms that no instances reside on the CONFIG node cfg01 and deletes the node cfg01.

asadmin> list-nodes-config --long=true
NODE NAME           TYPE     NODE HOST           INSTALL DIRECTORY    REFERENCED BY
localhost-domain1   CONFIG   localhost           /export/glassfish3
cfg01               CONFIG   cfg01.example.com   /export/glassfish3
cfg02               CONFIG   cfg02.example.com   /export/glassfish3   yml-i2
Command list-nodes-config executed successfully.
asadmin> delete-node-config cfg01
Command delete-node-config executed successfully.

See Also

¥ To Delete an Instance Locally

¥ delete-node-config (1)

¥ list-nodes-config (1)

You can also view the full syntax and options of the subcommands by typing the following commands
at the command line:

¥ asadmin help delete-node-config

¥ asadmin help list-nodes-config

Updating and Changing the Type of a Node
GlassFish Server enables you to update the configuration data of any node and to change the type of a
node.

The following topics are addressed here:

¥ To Update a DCOM Node

¥ To Update an SSH Node

¥ To Update a CONFIG Node

¥ To Change the Type of a Node
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To Update a DCOM Node

Use the update-node-dcom subcommand in remote mode to update a DCOM node.

Options of this subcommand specify the new values of the nodeÕs configuration data. If you omit an
option, the existing value is unchanged.

Before You Begin

Ensure that the following prerequisites are met:

¥ DCOM is configured on the host where the DAS is running and on the host that the node represents.

¥ The node that you are updating exists.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the update-node-dcom subcommand.

asadmin> update-node-dcom options node-name

options

Options of the update-node-dcom subcommand for changing the nodeÕs configuration data. For
information about these options, see the update-node-dcom(1) help page.

node-name

The name of the DCOM node to update.

Example 3-15 Updating a DCOM Node

This example updates the host that the node wpmdl1 represents to wj01.

asadmin> update-node-dcom --nodehost wj01 wpmdl1
Command update-node-dcom executed successfully.

See Also

update-node-dcom(1)

You can also view the full syntax and options of the subcommand by typing asadmin help update-node-
dcom at the command line.
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To Update an SSH Node

Use the update-node-ssh subcommand in remote mode to update an SSH node.

Options of this subcommand specify the new values of the nodeÕs configuration data. If you omit an
option, the existing value is unchanged.

Before You Begin

Ensure that the following prerequisites are met:

¥ SSH is configured on the host where the DAS is running and on the host that the node represents.

¥ The node that you are updating exists.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the update-node-ssh subcommand.

asadmin> update-node-ssh options node-name

options

Options of the update-node-ssh subcommand for changing the nodeÕs configuration data. For
information about these options, see the update-node-ssh(1) help page.

node-name

The name of the SSH node to update.

Example 3-16 Updating an SSH Node

This example updates the host that the node sj01  represents to adc01.example.com.

asadmin> update-node-ssh --nodehost adc01.example.com sj01
Command update-node-ssh executed successfully.

See Also

update-node-ssh(1)

You can also view the full syntax and options of the subcommand by typing asadmin help update-node-
ssh at the command line.
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To Update a CONFIG Node

Use the update-node-config  subcommand in remote mode to update a CONFIG node.

Options of this subcommand specify the new values of the nodeÕs configuration data. If you omit an
option, the existing value is unchanged.

Before You Begin

Ensure that the node that you are updating exists.

1. Ensure that the DAS is running.
Remote subcommands require a running server.

2. Run the update-node-config  subcommand.

asadmin> uupdate-node-config options node-name

options

Options of the update-node-config  subcommand for changing the nodeÕs configuration data. For
information about these options, see the update-node-config (1) help page.

node-name

The name of the CONFIG node to update.

Example 3-17 Updating a CONFIG Node

This example updates the host that the node cfg02 represents to adc02.example.com.

asadmin> update-node-config --nodehost adc02.example.com cfg02
Command update-node-config executed successfully.

See Also

update-node-config (1)

You can also view the full syntax and options of the subcommand by typing asadmin help update-node-
config  at the command line.

To Change the Type of a Node

The subcommands for updating a node can also be used to change the type of a node.
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